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INTRODUCTION 
Toxicity in online spaces, including gaming, has reached unprecedented levels, with 
gendered harassment in particular at an all-time high. In Australia, 65 per cent of girls 
and young women have reported being harassed or abused online – higher rates than 
the global average (Hermant 2020; Powell and Henry 2015). This harassment 
includes persistent unwanted contact via messaging, email and social media, location 
monitoring through social media posts, as well as bombarding victims with 
threatening language and imagery (Amnesty International 2018). In online games, 
harassment occurs both during gameplay and in game-related forums and 
communities (Fox and Tang 2017; Massanari 2017; Shaw 2012). The gaming 
industry and online platforms have responded with various moderation methods, 
including automated tools and human moderators, implemented to varying degrees of 
success (Gorwa et al. 2020; Yang et al. 2023). Recently, digital platforms have 
shifted towards artificial intelligence (AI) for moderating player communities and 
social media. While AI brings forth various advantages to efficiency and decreases 
the human emotional burden of moderation, it also raises ethical concerns about users' 
rights, autonomy, and privacy. Additionally, while most AI moderation approaches 
focus on punitive measures, there is a growing recognition of the need for more 
proactive and supportive tools that foster positive interactions and provide targeted 
support to vulnerable groups (Reid et al. 2022; Xiao et al. 2022). This paper will 
explore the findings of the GAIM (Gaming AI Moderation) project and its successor, 
the AI Ally project, offering insights into the potential of AI-assisted moderation and 
support systems for victims of harassment in gaming and other online spaces.   

Our research reimagines AI's role in online communities. As part of the GAIM 
project, we conducted 26 in-depth interviews with players and industry professionals 
to gauge perceptions of AI moderation in multiplayer online games. We also analysed 
moderation practices in game-adjacent communities, such as Discord servers, and 
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held workshops to explore alternative roles for AI beyond punitive moderation 
(Sparrow et al. 2024). The findings from the GAIM project highlighted the limitations 
of punitive AI systems and identified a desire for more supportive, user-centred 
interventions, communicated through metaphors such as “teacher”, “gardener” and 
“upstander”.  

While the GAIM project focused on moderation in gaming spaces, it highlighted the 
broader issues of online harassment and toxicity. Events like Gamergate exemplify 
how hegemonic ‘gamer’ culture can fuel harassment across social media and other 
digital platforms, further reinforcing the marginalisation of women and other 
vulnerable groups (Massanari, 2017). The AI Ally project examined gendered online 
harassment in this broader online context. We surveyed 230 girls, young women and 
gender-diverse individuals aged 14-25 to understand their experiences with online 
harassment and ‘upstander’ (Davidovic et al., 2023) intervention. Our research 
revealed a high prevalence of harassment, with 44% of our respondents “often” or 
“always” experiencing gendered harassment on at least one social media platform. 
81% of respondents reported experiences of sexist comments, and 63% encountered 
sexual harassment. The most common responses to harassment included blocking 
harassers (74%) and ignoring the harassment (55%). Platform reporting mechanisms 
and legal responses were largely perceived as ineffective.  

In instances of witnessing harassment, bystanders noted barriers to intervention 
(upstanding) on current online platforms, such as concerns for personal safety (52%) 
and fear of becoming targets (46%). Survey respondents were asked to rank the 
functions AI Ally could fulfil to help them overcome these barriers. The most 
preferred function was to document the harassment and draft a report or summary for 
the user. As such, we are developing the “TABBI” dashboard, which will assist 
victims of harassment in identifying the type of harassment they have experienced 
and prepare them for the next steps in various reporting mechanisms (such as 
eSafety). To ensure the dashboard's functionality is designed for realistic user 
scenarios, we have created user personas based on aggregate data and experiences 
from the survey respondents (Figure 1). This ensures that “TABBI” will respond 
appropriately to the actual needs of the community it serves.  

 

Figure 1. AI Ally personas designed from survey responses.  
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The GAIM and AI Ally projects highlight the potential for AI to transform toxic 
online and gaming environments into safer, more inclusive spaces. By reimagining 
AI's role from a punitive enforcer to a supportive ally, we can foster communities of 
practice that encourage positive behaviours. AI systems have the potential to provide 
real-time support and protection for vulnerable community members. As our research 
progresses, we aim to develop and test AI-powered tools that embody the upstander – 
a role that our survey respondents identified as important in combating online 
harassment. We plan to collaborate with gaming and social media platforms to 
implement and evaluate these tools in live environments. It is crucial that these 
interventions empower users and that they are ethical, safe, and tailored to individual 
and community needs.  
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